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ABSTRACT 
One of the most challenging issues in cognitive radio system is to sense the spectrum environment accurately and 

determine whether the primary user is active, or not over a specific band reliably. So, there is need of good sensing 

algorithm have the property have low sensing time, ability to detect primary signal at low SNR.  In this paper, 

Singular Value Decomposition (SVD) spectrum sensing methodologies for cognitive radio are studied over 

different fading channels as AWGN channel, Rayleigth fading channel, Rician fading channel & Nakagami 

Fading Channel Energy detection method is classical method of detection but it requires knowledge of noise 

power for signal detection and it gives poor performance under low SNR The proposed detection method 

overcomes the drawback of energy detection method. SVD does not require the knowledge of signal properties, 

channel and uncertainty noise parameter in such a way it is suitable for blind spectrum sensing. Threshold is 

computed using random matrix theory (RMT) is exploited to formulate the detection method depending on sample 

covariance matrix of received signal. The Singular Value Decomposition (SVD) based detection algorithm is 

simulated by using MATLAB Software Platform. In this Paper, Simulation Result shows that SVD algorithm 

using Covariance matrix approach over Nakagami fading channel gives approx. 0.025 to 0.035 better performance 

of detection at low SNR with compare to reference AWGN & other different fading channel. 
 

KEYWORDS: Spectrum sensing, Energy detection, RMT, Eigen Value, fading channels, Probability of 

detection, probability of false alarm). 

 

INTRODUCTION  
Digital Communication & Wireless technology is one of the fastest growing technologies in the past two decades 

[1]. The present era is an era of technology in which Everyone is surrounded with devices which utilize wireless 

radio transceivers for communications with each other, such as mobile phones (2G/3G/4G cellular networks), 

Internet, laptops (Wi-Fi/Bluetooth), FM & AM radios, Television, etc. and it play a crucial role in our daily life.  

In other word, we can say that communication take place one of essential part in our life.  The frequency lies in 

the range of 3 Hz to 3 THz are referred as the radio frequencies. Radio Spectrum is used in various wireless 

communication systems and services as satellite-based, mobile, fixed and low power communication systems. 

Generally, wireless communication operates on frequency that lies in the frequency band of 3MHz to 30GHz. 

Radio spectrum is very precious and limited natural resources so spectrum management, controlling issues and 

monitoring are the primary objective of wireless communication worlds globally and nationally. Most countries 

have their own regulatory agencies and which is supported by respective governments that are responsible for the 

utilization of the spectrum.  

 

Radio spectrum bands basically, classified into two type i.e. licensed and unlicensed bands. The spectrum 

authority gives specific licensed band to operate radio device, license is based on some parameter as availability 

of free frequency, technical operation condition and the users have to pay for the spectrum usage. Whereas some 

radio device does not require licence from spectrum authority to operate it in certain band, as the uses of that band 

is totally free. I.e. the free bands are known as unlicensed band. As the new wireless devices and multimedia type 

applications deploy rapidly, need for higher data rates increases, due to which demand for wireless radio spectrum 

increased day by day. Because of fixed Spectrum assignment policy, a great portion of the licensed spectrum is 

severely under-utilized but the availability of the spectrum resources is limited. Cognitive radio is key enabling 

technology for improving the utilization of electromagnetic spectrum. It senses the spectral environment over 

wide range of frequency band and exploits the unoccupied band. 

http://www.gjaets.com/


 
[Jain et al., 5(6): June, 2018]  ISSN 2349-0292 
  Impact Factor 3.802 

http: // www.gjaets.com/                 © Global Journal of Advance Engineering Technology and Sciences 

 [16] 

In responding to the idea of cognitive radio (CR) coined by Joseph Mitola [2], IEEE 802.22 working Group was 

formed in 2004. IEEE 802.22 standard is known as Cognitive radio standard, because it contains cognitive 

features. Federal Communications Commission (FCC) coordinates the usages of radio spectrum resources and the 

regulation of radio emissions. In order to maintain the primary (licensed) users right to interference free operation, 

the secondary users which are unlicensed user need to regularly sense the allocated band and reliably detect the 

presence of the licenced user signals in this way, secondary user need to have cognitive radio capability. As an 

example, in the IEEE 802.22 standard, the secondary users need to detect the TV and wireless microphone signals 

and upon their detection, they are required to vacate the channel within two seconds [3]. For TV primary signals, 

a probability of detection of 90% and a probability of false alarm of 10% should be maintained [4]. Therefore, 

spectrum sensing plays an important role in the cognitive radio technology to prevent interference to the primary 

users and to reliably and quickly find the spectrum hole and utilizes the opportunity.  

  

METHOD OF SPECTRUM SENSING IN COGNITIVE RADIO 
A cognitive radio does not have capability to detect spectrum hole itself within the radio environment 

simultaneously, therefore good spectrum sensing method is required which able to senses radio spectrum within 

small duration of time.  There are various methods of spectrum sensing. In literature the spectrum sensing 

techniques have been classified in the following three categories [5]. 

 

 
Figure 1.  Methods of Spectrum Sensing [5] 

 

WIRELESS REGIONAL AREA NETWORK (WRAN) 
The IEEE 802.22 is standard for wireless regional area network (WRAN), whose object is to use cognitive radio 

techniques in its development. IEEE 802.22 based wireless regional area network devices sense TV channels and 

identify transmission opportunities. The functional requirement of this standard is at least 90% probability of 

detection and at most 10% probability of false alarm for TV signal [6]. Basically, at geographical areas it gives 

high data rate services by utilizing the unused TV channels in the VHF/UHF frequency range [7]. This standard 

is capable to operate in various TV channel bandwidth, 6, 7 and 8MHz [8]. 

 

Table 1: Comparison between IEEE 802.22 and other IEEE 802.xx standards in term of transmission 

distance, data rate and frequency range [9] 

S.no IEEE 

Standards 

IEEE 802.xx Transmission distance Data rate Frequency 

range 

1 WPAN IEEE802.15  20-50m 10Mbps 2.4GHz 

2 WLAN IEEE802.11 Less than 150m 11/54Mbps 2.4 /5GHz 

3 WMAN IEEE802.16 1-2km 54Mbps 5 GHz 

4 WRAN IEEE802.22 Less than 100km 27/32Mbps 54-862 MHz 

 

Tables 1 describe the comparison between the IEEE 802.22 and the other IEEE 802.xx standards in term of 

transmission distance, data rate, and frequency range. The IEEE 802.15, IEEE 802.11, and IEEE 802.16 standards 

are called wireless personal area network (WPAN), WLAN, and wireless metropolitan area network (WMAN) 
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respectively. The WMAN is also called as WiMAX. The appropriate ranges of Pd and Pf for spectrum sensing 

technique are (90-95%), and (1-10%) respectively [10].  

 

RELATED WORK 
Cognitive radio as a new approach for efficient utilization of electromagnetic spectrum concept is given by S. 

Haykins [11]. The cognitive radio is defined as an intelligent wireless communication system that is aware of its 

environment and use the methodology of understanding by building to learn from the environment and adopt to 

statistical variations in the input stimuli having to primary objectives in mind, first one is highly reliable 

communication whenever and wherever needed and the second one is efficient utilization of radio spectrum. In 

these paper [12] authors discuss about the interference temperature as new metrics for the quantification and 

management of interference. The paper [13] addresses three fundamental cognitive task, radio scan analysis, 

channel-state estimation and predictive modelling and transmission power control and dynamic spectrum 

management. The concept Eigen value is use for spectrum sensing in CR is first proposed by Y. Zeng and Y.-C. 

Liang in 2007, in method the ratio of Maximum-minimum eigenvalue is used for detection [46] further more 

implementation in 2009, concept of maximum eigenvalue for spectrum sensing in CR [14]. Basically, in this 

method the correlation among the received signal is catches by the covariance matrix. Result show performance 

of MED is better than energy detection for correlated signals. To set the threshold and obtain the probability of 

false alarm Random matrix theorise is used. They performed verification and simulation of this technique by use 

of wireless microphone signal and independent and identically distributed signal. Singular value decomposition 

(SVD) method is used to detect the presence of wireless signal this concept is implement by Mohd. Hasbullah 

Omar, Suhaidi Hassan, Angela Amphawan, and Shahrudin Awang Nor in 2011 [15]. SVD method is used to find 

maximum and minimum eigenvalues. On comparing with ED, it gives the better result in low SNR. CR must 

avoid the interference from primary user and any other signal. SVD of data matrix is help to obtain dominant 

singular values in which the existence of other signal can also be detected. 

 

SYSTEM MODEL & METHEDOLOGY 
For system model, We consider a system of one cognitive radio (CR), one primary user (PU) and fusion center 

(FC).When a signal from PU is transmitted, the received signal by the CR for the detection of PU can be modeled 

under two hypotheses (H0 & H1), is gives as follows 

The two hypotheses are given respectively by formula as follows: 

𝐻0: 𝑥(𝑛) = 𝜂(𝑛)                    (4.1) 

𝐻1: 𝑥(𝑛) = �̅�(𝑛) + 𝜂(𝑛)                                                       (4.2) 

Where �̅�(𝑛) is the received signal samples including the effects of path loss, multipath fading and time dispersion, 

and 𝜂(𝑛) is the received white noise assumed to be identically distributed signal, and with mean zero and variance 

𝜎𝜂
2. 

 

 
Figure 2.  Block diagram of SVD technique 

 

The received signal at receiver can be given as: 

𝑥(𝑛) = ∑ ℎ(𝑘)𝑠𝑗(𝑛 − 𝑘) +

𝑁

𝑘=0

𝜂(𝑛)                                                                   (4.3) 
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At receiver the discrete signal denoted by 𝑥(𝑛), s(n) is the source signal, ℎ(𝑘) is channel response and order of 

the channel is 𝑁. η(n) are the noise samples.  

 

Fading Channel 

A fading channel is classified from communication channel that having different fading attributes during the signal 

transmission [16, 17]. The fading is occurring due to the multipath propagation. At the receiver, Signal arrives 

from different paths, which have different delays and variation in path gains [18]. These paths of propagation 

could be constructive or may be destructive. The received signal is nothing but the algebraic summation of the 

different paths of propagation Therefore, some of the paths are added and the other are subtracted [19]. In mobile 

radio channels, to describe the statistical time varying nature of the received envelope of an individual multipath 

component or envelope of a flat fading signal, or the Rayleigh fading channel is used. It is well known that the 

envelope of the sum of two quadrature Gaussian noise signals obeys a Rayleigh distribution.  

 

𝑓(𝛾) =  
1

𝛾
exp (− 𝛾

𝛾
),  𝛾 ≥ 0                                                                (4.3)  

 

When there is a dominant stationary signal component present, such as a line-of-sight propagation path then, the 

small-scale fading envelope distribution is Rician. In such a situation, random multipath components arriving at 

different angles are superimposed on a stationary dominant signal [22]. At the envelope detector output of an, this 

has the effect of adding a dc component to the random multipath. Just as for the case of detection of, a sine wave 

in thermal noise, the effect of a dominant signal received with many weaker multipath signals gives increases to 

the Rician distribution. In contrast to the Rayleigh & Rician distribution, In which a single parameter that can be 

used to match the fading-channel statistics, the Nakagami is a two-parameter distribution, with the parameters the 

Nakagami distribution can be used to model fading-channel conditions that are either more or less severe than the 

Rayleigh distribution and it includes the Rayleigh distribution as a special case. m is the Nakagami-m fading 

parameter, describing the severity of fading; m < 1 suggests severe fading, while m >1 indicates less severe fading. 

 

Considering a subsample L of consecutive outputs are as follow 

𝑋(𝑛) = [𝑥(𝑛), 𝑥(𝑛 − 1), … … . . , 𝑥(𝑛 − 𝐿 + 1)]T   (4.4) 

𝜂(𝑛) = [𝜂(𝑛), 𝜂(𝑛 − 1), … … . . , 𝜂(𝑛 − 𝐿 + 1)]T   (4.5) 

𝑆(𝑛) = [𝑠(𝑛), 𝑠𝑥(𝑛 − 1), … … . . , 𝑠(𝑛 − 𝐿 + 1)]T   (4.6) 

As we get,  

𝑋(𝑛) = 𝐻 𝑆(𝑛) + 𝜂(𝑛)      (4.7) 

Where H is matrix of row L and column is N+L. 

𝐻 = [

∑ 𝑥1,1 ⋯ ∑ 𝑥1,𝑛

⋮ ⋱ ⋱
∑ 𝑥𝑛,1 ⋯       ∑ 𝑥𝑛,𝑛

]     (4.8) 

The following assumption is to be assumed on the basis of statistical properties of transmitted symbols a channel 

noise 

1) Noise is white  

2) transmitted signal and Noise are uncorrelated 

As 𝑅𝑥(𝑁𝑠) is the sample covariance matrix of the received signal 

𝑅𝑥(𝑁𝑠) =
1

𝑁𝑠
∑ �̂�(𝑛)�̂�†𝐻(𝑛)

𝐿−2+𝑁𝑠
𝑛=𝐿−1                             (4.9) 

Where L is the smoothing factor, Ns is the number of samples  

Factorization of matrix is the help of singular value decomposition; SVD determines original data in a coordinate 

system in which covariance matrix is diagonal. In SVD, Q can be factorized as  

    𝑄 = 𝑈 ∑ 𝑉T                 (4.11) 

Where  

UT U = IM×M              (4.12) 

  VVH = IL×L                          

(4.13) 

Therefore, U and V is orthogonal matrix. As U and V are M×M and L×L unitary matrix, as M is the N-L+1. U is 

left singular vector for Q and column matrix V is right singular vector for Q. ⅀ is the rectangular matrix with 

same dimension. ⅀ is the diagonal matrix whose non negative entries are the square root of positive Eigenvalues 

of QQT. From the samples covariance matrix we can calculate and get the largest and smallest Eigenvalue. 
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Eigenvalue represent the variance in the element as λmax is the largest Eigenvalue and λmin denote the smallest 

Eigenvalue. The ratio of maximum to minimum Eigenvalue (λmax/ λmin) is termed as Eigen ratio. 

 

Threshold Determination 

The detection threshold in terms of desired probability of false alarm is calculated by using the results of the 

theorem in [22] and [23], as follows (in our case, M = l) 

𝛾 = ((√𝑁𝑠 + √𝐿)2/(√𝑁𝑠 + √𝐿)2) × (1 +
(√𝑁𝑠+√𝐿)

2
3

(𝑁𝑠𝐿)
. 𝐹1

−1(1 − 𝑃𝑓))              (4.14) 

Where  

𝑁𝑠    =    Number of Samples 

𝐿      =    Smoothing factor 

𝑃𝑓    =    Probability of false alarm 

𝑃𝑑    =    Probability of detection 

𝛾      =    Threshold value 

𝐹−1 Represent the inverse of cumulative distribution function (CDF) of Tracy widom distribution of order 1 [21]. 

Tracy widom distribution is Probability distribution function of the largest Eigenvalues of random Hermitian 

matrix. 

 

Algorithm 

1) Initialization of Parameter which include Number of samples (N), Smoothing factor (L) and Probability 

of false alarm (Pf). 

2) Construct Covariance matrix, Q given in equation (4.8). 

3) Decomposition of matrix, as given in equation (4.10), by using Singular Value Decomposition (SVD), 

to form equation Q = U ∑VT. 

4) After decomposition, Obtain Maximum and minimum Eigenvalue of matrix as represent as   λmax and 

λmin. 

5) Compute threshold value, ℽ by using equation (4.14) 

6) Calculate the ratio of maximum Eigenvalue to minimum Eigenvalue and compare it with the threshold. 

If   (λ_max)/(λ_min)> ℽ it means primary signal is present otherwise the signal is absent. 

 

RESULT ANALYSIS AND DISCUSSION 
The results are averaged over minimum 2000 test using Monte-Carlo Simulation written in MATLAB. Simulation 

results are taken using BPSK modulated random primary signal. Independent and identically distributed noise 

samples with Gaussian distribution are used. It assumed that during the period of samples, channel is not changing. 

To find the threshold, we require Probability of false alarm (Pf) less than or equal to 0.1 and Probability of 

detection (Pd) greater than or equal to 0.9 is required to find the value of threshold as, it required by IEEE 802.22 

standards. 

 

Table 1: Various Simulation Parameters 

S.No. PARAMETER VALUES 

1. Smoothing factor (L) 8, 16, 24, 32 

2. Noise variance 0.2 

3. Number of Samples 200 to 2000 

4. Probability of detection 0.1 to 1 

5. Probability of False alarm 0.01 to 0.1 

6. SNR Range  -20 to 3 dB 

7. Bandwidth 5e6  

8. Sample time 1e-5 

9. Replica of Signal 4 

10. Detection technique SVD Detection 

11. Simulation Software MATLAB 9.0.0.341360  

12. Channel  AWGN, Rayleight, Rician & 

Nakagami Fading Channels 
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Figure 6.6 depicts Receiver operating characteristic (ROC) curve of SVD detection method with Probability of 

detection versus Probability of false alarm at different fading channel. For Smoothing factor = 16, Number of 

Sample = 1500.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: ROC for Probability of detection (Pd) Versus Probability of false alarm (Pf) at over different fading Channel. 

 

ROC curve in Figure 3, it clear that Pd values is higher at 0.1 Pf  by using Nakagami fading channel, But initially 

when the value of Pf is 0.01 the we get the good Probability of Detection over Rician channel. As while increase 

the value of probability of false alarm the there will be variation in different values as we receive good 

performance at Nakagami channel on increases the value of Pf whereas at 0.04 value of Pf the response of 

Nakagami fading channel is very weak whereas AWGN Channel performance is good.   

 

Figure 6.6 depicts Receiver operating characteristic (ROC) curve of SVD detection method by using factorization 

covariance matrix with Probability of detection versus SNR at different fading channel. For Smoothing factor = 

16, Number of Sample = 500.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: ROC for Probability of detection (Pd) Versus SNR at over different fading Channel. 

 

ROC curve in Figure 4, it clear that performance of the Nakagami fading channel & Rician fading channel using 

SVD technique performance over a value of SNR is -21dB. As lowering the value of SNR at -18 dB we get the 

good response of AWGN Channel as comparing to Rayleight channel. At the value of SNR is -14dB we get good 

response of Nakagami Fading channel as compare to other fading channel whereas,  we get the same value of Pd 

over Rayleight and Rician channel and get lower response over AWGN channel. On decreasing the value of SNR 

approx -4dB we get good performance at Nakagami Channel approx. 0.0195 as compare to Rayleight fading 

channel and we get poor response over AWGN fading Channel over 0.05 value of Pd on comparing with Nakagami 

Fading channel 

  

CONCLUSION 
As we all know that, Spectrum is a very precious resource in our mobile communication systems but it becomes 

a limited because of increase in demand of radio spectrum over past few decades and licensed bands are used 

inefficiently. So, In our paper, SVD spectrum sensing algorithm are simulated over MATLAB Platform by using 
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different wireless channel. Here, we get good response of Nakagami fading channel at lower SNR whereas on 

higher SNR Values AWGN Wireless channel performance is good. Similarly, on higher values of probability of 

false alarm values we get good Performance approx 0.36 value of Probability of detection. At lower value of 

Probability of false alarm as 0.01 we get Rician fading channel performance is best below 0.025 values of 

Probability of detection among all fading channel.   
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