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ABSTRACT 
Due to increasing events of security attacks from last several years, security administrators were using intrusion 

detection system as a trustable tool to detect security vulnerabilities. There are many researches focusing on host based 

intrusion detection systems using system call patterns, but all of them suffer from high FPR. Many researchers on 

system call pattern based intrusion detection uses variable length system call patterns. This paper shows experimental 

result carried out with variable length patterns and finally concludes the work.   
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INTRODUCTION 

The increasing attempts of security attacks forces 

security administrator to use intrusion detection system 

as a trustable tool to detect security vulnerabilities. The 

intrusion detection system is a specially designed tool 

to detect security vulnerabilities [1][2]. The detection 

process can be real time or offline detection. There are 

two types of intrusion detection system based on 

location of intrusion detection, HIDS and NIDS. The 

host based intrusion detection system uses system call 

patterns, audit logs, log files, CPU different parameters 

as a source of information. On the other hand network 

based intrusion detection system uses router table 

information, network packets, server logs for detecting 

intrusions. For building an IDS two approaches are 

used either misuse based or anomaly based.  In misuse 

based system knowledge about specific attacks and 

system vulnerabilities is given in the form of signature. 

Misuse based system are simple to implement but 

writing signature to detect attacks is difficult task.  

Also such systems can not detect zero-day attacks or 

even variations of attack whose signature is given to 

system. The anomaly based system is uses system 

normal behaviour to detect anomalies. It is very 

powerful method and has the ability to detect unknown 

attacks [2][3].   

The usefulness of anomaly based IDS attracted 

attention of many researchers, this is because this type 

of system does not requires signature for each attack 

[1][2]. The effectiveness of anomaly based system is 

depends on source of information, how the information 

is used and threshold chosen. This paper takes journey 

that analyzes different HIDS and their limitations, so 

that useful concepts from these researchers can be 

taken to build new HIDS that can provide high DR 

with small FPR. 

The rest of paper is organized as follows: Section 2 

covers literature review. and section 2 contains 

concluding remarks. 

LITERATURE 

     One of the, initial anomaly based intrusion detection 

system was Haystack that uses statistical approach for 

detecting abnormal behaviour [4].   MIDAS [5] uses 

rules to detect anomalies and the rule generation 

process is automatic. In paper [6] Forrest et al proposed 

a model to categorize self from nonself in computer 

system.  The use of system call patterns for intrusion 

detection is given in 

[7][8][9][10][11][12][13][14][15][17] with difference 

in normal profile generation or way of taking decision 

of anomaly or model used for detection purpose such 

as HMM, ANN, SVM, etc.  The exception is Syed et al 

[16]  that uses kernel events for detection of anomaly. 

Their model [16] works by calculating the probability 

of occurrence in normal and abnormal system call trace.  

 The next section gives different model applied over 

variable length patterns.  

MODELS 

The models given in this section are either taken 

from previous researches or extension to previous 

researches, such that comparison can be possible for 

experimental setup. The experiments given in this 

section lets us to compare effectiveness of different 

models.  
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All given models uses Variable Length Patterns 

(VLP) for generating normal profile. The variable 

length pattern generation is given in Wespi et al [00].   

A. VLPTMR  (VLP and Total Mismatch Rate) 

     This is similar model proposed by Wespi et al [12], 

in this model variable length system call patterns are 

extracted and used as normal profile. During detection, 

mismatches encountered while pattern extracting 

process is accounted. The threshold over total 

mismatch rate (TMR) is used for decision making.  

B. VLPLMR  (VLP and Local Mismatch Rate) 

     This model is modification over earlier VLPTMR 

model. This model uses variable length patterns for 

generating normal profile database. During detection, a 

Locality Frame is maintained of length l and 

mismatches encountered in local region l are used for 

decision making.  

This model makes use of local mismatch rate (LMR) 

for decision making because it has been found in 

earlier researches [8][9] that, anomaly occurred in burst. 

Also setting up threshold over for total trace length is 

difficult task as; length of trace can be different [9]. 

C. VLPLRI (VLP and Local Rarity Index) 

     This model uses combination of variable length 

patterns and Rarity-Index for anomaly detection. 

Initially, use of Rarity-Index was done by Vardi et al 

[11], but their model uses fixed length patterns. The 

VLPRI model initially extracts all the variable length 

patterns and calculates Rarity-Index of all extracted 

patterns. This Pattern-Rarity Index database is used as 

normal profile. During detection, Locality Frame is 

used for keeping extracted pattern Rarity-Index in local 

region. If at any given time, the rarity index of local 

region drops below certain threshold then sequence is 

flagged as anomalous. 

     The motivation for this model is taken from 

research done by Warrender et al [9] and Vardi et al 

[11], in which they found that rare sequences are 

anomalous, but none of the research focuses on use of 

Rarity-Index on variable length patterns. It can be 

understood that, if patterns encounter in detection 

phase are rarely used then there is possibility that 

attack is in progress. This fact is taken from researches 

on human behaviour, in which it is found that a human 

normally uses only those commands that are popular in 

community. To compromise the computer system, 

attacker executes a commands sequence that is 

unknown in community or very rarely used, thus 

making detection possible. 

D. VLPLMRRI (VLP- Local Mismatches And Rarity-

Index) 

     This model uses variable length patterns, local 

mismatch rate and Rarity-Index for anomaly detection. 

The emerging need of improving DR with reduced 

FPR brings is motivation behind this model. It tries to 

provide greater control over DR and FPR. This model 

uses Pattern-Rarity Index dictionary as normal profile. 

During detection, two Locality Frames are used one 

holds Rarity Index of encountered patterns and other 

holds mismatches encountered during forming given 

sequence (call it as struggle while forming next 

sequence).  Two thresholds t1 and t2 are set on to the 

locality frames so as to categorize system call traces. 

E. SAVLP (Semantic Analysis of VLP) 

    The semantic relationship is used in this model for 

detecting anomalies. The semantic analysis of system 

call patterns is initially done by Creech et al [17], but 

the definition of word in there model is inappropriate 

and training time required for dictionary generation is 

very large. This model is modification over Creech et 

al [17] model, in which VLP are considered as words 

and phrases of different length are extracted from 

training data by combining adjacent patterns. Finally 

Rarity-Index of all extracted phrases is calculated and 

maintained in Phrase-Rarity Index dictionary. This 

Phrase-Rarity Index dictionary is used as semantic 

information of program system call patterns. 

     During detection, the patterns from test trace are 

extracted and stored in locality frame. The average 

Rarity Index of all seen phrases in locality frame is 

used for decision making purpose. The hypothesis 

behind this model is that, if all the possible 

combinations of VLP are known then it must be 

possible to build the given test sequence. If locally seen 

phrases are not present in Phrase-Rarity Index database 

then rarity index is assumed to be 1. Thus dropping the 

average Rarity-Index of phrases seen in local region 

(most popular phrases have Rarity-Index -1). 

RESULTS 

The evaluation of given models is done using UNM 

intrusion detection dataset. The processes extracted 

from UNM dataset are, login, ps, ftp, lpr. The 

experimental settings for evaluating above systems are 

kept similar, so that results from different models can 
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be compared. The experimental settings are given in 

TABLE 1. 

TABLE 1 EXPERIMENTAL SETTING 

Process Name Total Normal  

Traces 

Extracted 

Number of 

Normal 

Training 

Traces 

Number of 

Test Traces 

Norma

l  

Attac

k 

Login 9 4 5 12 

ftp 7 4 3 5 

lpr 5 3 2 1001 

ps 24 20 4 26 

 

According to requirements of each experiment, normal 

profile for each program is generated and detection 

performed for different threshold levels.  Finally for 

each system ROC curve is plotted to understand 

relationship between DR and FPR rate.    

 

 

FIGURE 1. VLPTMR MODEL RESULTS 

The experimental results of experiment 1 are shown 

in figure 1. It shows that the best DR is 40%, as threre 

was no FPR at perticular DR.  

 

FIGURE 2. VLPTMR MODEL RESULTS 

Results of experiment 2 are provided in figure 2, which 

shows improved results as compared to experiment 1. 

The reason is that it uses local mismatch rate for 

detecting anomalies. 

 

 

FIGURE 3. VLPLRI MODEL RESULTS 

 

The experiment 3 result are conducted for process ps 

and login, it shows very poor performance for local 

region length of 6. The problem with using rarity index 

is that, Rarity-Index is useful only when there is 

complete training data or huge training data. 

 

    FIGURE 4. SAVLPR  MODEL RESULTS 

The experiment 4 results for login process are shown in 

figure 4. It shows that after using semantic analysis 

concepts with variable length system call patterns, the 

detection rate reached up to 88% with FPR 0%.  The 

results  The results other processes are not tested. 

CONCLUSION 

It has been found that variable length patterns are 

useful for reducing the dictionary size required to 

profile normal activity of a program. But, it is also 

found while experimenting that, pattern extraction 

using method proposed by Wespi et al [12] does not 

cover all system call patterns, this is due to selection of 

longest pattern while pattern matching. It is also found 

that, the use of single threshold for intrusion detection 
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generates FPR, therefore in future systems there should 

be use of more than one threshold. Finally, the 

intrusion detection system must make use of 

approximate pattern matching to reduce FPR, 

encountered due to incomplete training.  
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