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ABSTRACT 
According to the economic justification study in field of recognition of handwritten letters and numbers and 

specially the more sensitiveness of handwritten numbers, in this report has tried to do a deep survey on this field. 

One of the general weaknesses that in most of research in Persian language and often English language are raised 

is using simple classifiers that finally lead to recognition with Low accuracy. This especially is raised about 

recognition of numbers. Hitherto, different methods have introduced for increasing classifier's efficiency that in 

most of them efficiency of a particular classifier optimize for a particular sets of data. According to this that the 

number of recognition categories in these issues are a lot, using binary classifiers can efficiently leads to more 

accurate detection. In this report it will be tried to present new and efficient method compared to the existing 

methods for recognition of single handwritten digits. Detector classifiers of each category are trained especially. 

Then by using classifiers combination methods, the final decision has predicted for category of an input digit. 

 

KEYWORDS: detection of Persian handwritten numbers, assembly of binary classifiers, methods base on 

Consensus, basic classifier of decision tree, artificial neural network, 3 nearest neighbor. 

INTRODUCTION  
Reading Simulation and text detection by machine divide into 2 general group: 1. Offline detection: includes 

pictures that are provided from writings; such as photograph by digital camera, scanning of letters and book pages 

[1].  2. Online detection: Simultaneous with the writing of that, the written text has detected and change into its 

character [2]. Such as detection of handwriting in tablet pcs; type of text in text detection systems that has printed 

by machine is possible in two type of handwritten text or typed text; such as books, magazines and …. [3]. 

 

AUTOMATIC DETECTION OF HANDWRITTEN NUMBERS  
 In topic of detection of Persian handwritten numbers, the purpose is finding of the model or a detection system 

that by getting a picture including a handwritten number in range of 0 to 9, detect that this picture exactly involve 

which number. Extracted properties of these numbers a properties vector of n that extraction method of them 

should also be determined. This practice is called classification of pictures idiomatically. Because hard nature of 

intelligence problems, these problems are from type of NP-Hard problems.  

 

RELATED WORKS  
Pattern detection systems or recognition systems; are systems which in them the purpose is detection of an input 

sample and predication of that sample to one of the batches of pre-defined. The general format of a pattern 

recognition system is like following fig [4].   

  

 

 Production of feature   

 

selecting the feature 

 
Designing the classifier

 

 
Evaluating  the classifier

 

 

Figure 1. The general format of a pattern recognition system 
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Classification accurately and scientifically means to determine the discriminant function so that this function map, 

n dimensions features space to decision areas of categories. One of the most important purposes of artificial 

intelligence is to achieve high classification or recognition rate. Nowadays pattern detection is used in a wide 

range of usages [5].   

 

Classifiers multiple combinations can be considered as a general pattern detection problem, which in inputs are 

results of single classifiers and output is their combination decision. The idea of this subject has originated from 

where that classifiers with different features or different Methodologies can complete each other or cover each 

other's weakness.  If some different classifiers vote together as an assembly, the general error of them will be 

decreased significantly [5].   

 

Generally creating combination recognition systems is possible in four levels [5].   

 

 
Figure 2. Types of recognition systems in term of the numbers of classifiers 

 

Classifiers considering to the numbers of categories that are to be different to each other, are divided into two 

types of the periodic classifiers and multiple category [5]. Purpose of a multiple category classifier is distinction 

of a category from other category [6]. Since that a periodic classifier only is trained for distinction between two 

categories and ignores other category, decision borders in that compared to decision borders of multiple category 

classifiers is more simple and more efficient [7].   

 

Pairwise classification, is a combination method which in instead of using a single multiple category classifier, 

all possible binary classifiers is used. If we consider the numbers of the classifiers as c, this method needs to use 

(c×(c-1))/2 classifiers [6]-[13]. This method has a good efficiency for problem with less numbers of categories, 

but with increasing the number of categories the numbers of binary classifiers have a significantly growth. Optical 

character's detection in Persian language is not possible because of Persian language's special features, whether 

in appearance or in shape of storing in computer, that is different with usual methods of optical character's 

detection in Latin languages. Therefor the amount of progressing in methods of optical character's detection in 

Persian language is not equal to amount progressing of these methods in Latin language. Recognition of 

handwritten letters and numbers always has been one of the interesting subjects of researchers [26]. Recognition 

of handwritten characters in pictures has done by using different methods that everyone has significant error 

percentage [18]. Some of researches is this field in Persian language have been done in recent years [19]. Moshki 

and torki rahmani in [19] have offered a method for optimization of feature extracting from Persian handwritten 

numbers. They try to extract feature by using genetic algorithm that maximize the rate of recognition in data of 

validation. They have benefited from genetic algorithm for searching of features. Azmi and kabir in [20] have 

used torque features and Bayesian's classifier for recognition of Persian handwritten letters. Nafisi and kabir in 

[21] have used from features of characteristic places, Bayesian's classifier and also Markov chain for recognition 

of handwritten numbers. Also Razavi and kabir in [22] have used from triplex method for extracting of features 

from Persian handwritten numbers. Masrori and Pormohseni Khamene in [23] have used from a method based on 

dynamic time warping to recognition of numbers. Also methods based on Fuzzy Logic have presented for this 

work [24]. Darvish et al in [25] also have used from the method based on description of handwritten numbers 

shape. They have used from pattern matching algorithm for description and comparison of two handwritten 

numbers. Some of other researches that have done in field of Persian optical character's detection systems are as 

follow:   
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Persian recognition handwritten letters based on active training algorithm by using Committee of classifiers [9], 

Implementation of Persian optical character's detection systems by using the Morphological operators [10]. Online 

recognition of single Persian letters with Persian network [11]. A system for recognition of Persian printed text 

that has been presented by combination approach (using of both approaches based on separation of words and 

based on recognition of word as a unit pattern) [12]. An algorithm for online segmenting of Persian handwritten 

words, the meaning of segmenting is here is finding of segment which by using that all the words can be created. 

This means the set of written words are divided to more simple words by different people till will be used for 

recognition [13].  The methods for recognition of Persian handwritten words have been presented in a limited set 

without segmenting words. These methods act in level of words or under the level of words. It has used from 

Fourier transform. Its used classification was been decision tree. Accuracy of its method on a little test data set 

was about 88% recognition [14]. It then improved its work and by using Hierarchical classification and by using 

from Amargany's feathers improved the accuracy of its work up to 92%. Moghasemi, namazi, asadi and timsari 

have presented four single methods [15]-[16].  Detection of Persian handwritten letters by using fuzzy and light 

hybrid systems [17]  

  

PROPOSED IDEA  
A series of existed methods has implemented for improving efficiency of classifiers combination's system and has 

used in order to recognition of Persian handwritten numbers system. The main idea of these methods is designing 

classifiers combination's systems.  

 

One of the most important agents of efficiency improvement of combination classifier, is using from more 

scattered basic classifiers. The more accuracy and more scattering of basic classifiers will have the more accuracy 

in achieved combination. Although, the accuracy of classifiers assembly will not be better than the best basic 

classifier, but will not have less accuracy than the average of single basic classifiers.   

 

The new presented combination methods in this paper for improving the rate of recognition of multiple category 

classifiers will be used the concept of two category classifier. The main idea of these methods is using from two 

category classifiers. Because of more accuracy in these types of classifiers than multiple category classifiers, using 

of them in combination leads to decreasing error in flawed areas of feature space. In proposed methods, at first a 

multiple category classifier is trained and interference matrix relate to that calculate. Then, pair categories that 

according to the interference matrix and evaluating data have the most error recognize. For increasing accuracy, 

in detection of them from each other, some two category classifiers add to system. Finally, weighted voting is 

used for combing of results. In this method, neural networks have been used as primary classifier. Determine of 

weights in final classifier is used with genetic algorithm. The results of prosed method have been evaluated on a 

set of data of Persian handwritten numbers.  

 

SETS OF DATA AND FEATURES  
The data set used for benchmarking of proposed ideas in this survey is the set of Hoda Persian handwritten 

numbers. The data sets of Hoda with 60000 training samples and 20000 experienced samples is the biggest sets 

of data in field of detecting Persian handwritten numbers. These sets of data have extracted from 11942 filled 

forms by participating diploma people in entrance examination and the power of reparability of these sets of data 

samples is 200 point on inch. The exact numbers of this set of data is totally 102364 samples of Persian 

handwritten numbers 0-9. Training, evaluating and exam set in all over the experiments of this survey, respectively 

includes 60000, 20000 and 20000 numbers, have been considered. As noted earlier, for the representation of 

numbers from 106 feature has been used that include image scaled of fixed dimensions, Horizontal and vertical 

cross-sectional images, as well as the profiles of quadruple numbers. It should be noted that the 16 basic gradients 

instead of 8 basis orientation have been used to for rotations of images.  

 

First purposed model  

After determining the pair of flawed classes of interference matrix, at this stage turn reaches to twoclass classifier 

training. At this stage two-class classifier training, only by using the two class samples is done. Since proposed 

method is a flexible method, any number of binary classifier can be added to the first classifier. It is expected to, 

accuracy of this classifiers in distinction of the pair classes, be higher than primary classifier. To select flawed 

pair classes, it is enough to arrange pair of classes in terms of the number of errors that occurred between them, 

and Select an arbitrary number of them. This number can be determined by trial and error.  

 

In the first method proposed, combining the output of the first classifier and two class classifier is considered as 

a new feature space. The output of this classifier is used as new features space and the combiner input. The output 

of combiner function, determines the final output system there are different methods to combine the classifier 

results. Here, we do this work using weighted voting method. The problem that arises here is, How to determine 
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optimum of these weights. In this paper, a genetic algorithm is used to find the optimal weights. Due to ability of 

the genetic algorithm in the transition from local optimums, it is estimated that output of this method is better than 

primary trained classifier to obtain the interference matrix. Form of the structure of this detection system shows 

that in it, a series of base classifiers as primary classifiers and the binary classifier, And the weighted voting as a 

combiner, is used.  
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Figure 3 the structure of the proposed method for optical detection system of handwritten numbers 
 

The number of existing classes, Genetic algorithms is used. Each of genetic algorithms, According to the primary 

classifier and two-class classifier results, gives its vote for recognition of its class. Eventually a class is selected 

that Genetic algorithm related to that class, more firmly have voted to it. This is simply done by applying a 

maximum taker function.   

 

Second purposed model  

In the first stage, we train a multi-class classifier on training data. Then, by using the results of this classifier on 

assessment data, interference matrix is formed. This matrix contains important information regarding performance 

way of classifier. Close together and flawed classes, by using this matrix are identifiable actually interference 

matrix, specifies the distribution of error on different classes. Element of interference matrix determines that 

How many instances of  have been detected part of  class. In this paper, a neural network is used as the primary 

classifier. To achieve this matrix, neural network with two layers has been used. 10 neurons in the first layer and 

in second layer 5 neurons have been used Function of activity of neurons in neural networks, in first layer linear 

and in second layer has been tangent sigmoid. TRAINLM learning method has been used for learning. Criteria 

have been Efficiency of mean square error on the validation set. Learning rate is considered 0.1.  

 

As we expected, Digits 5 by mistake 14 times zero and zero by mistake have been detected15 times 5; meaning 

in total, 29 times the error in distinction between the two digits has occurred. Pair classes with highest error in this 

matrix are (2, 3), (0, 5), (3, 4), (1, 9), (6, 9). We display i- Th flawed pair classes with .  

 

The first phase of second proposed model is shown in Figure 5. In the first stage, we train a multiclass classifier 

on training data. Then, by using the results of this classifier on assessment data, interference matrix is formed. 

After determining the pair of flawed classes of interference matrix, at this stage turn reaches to two-class classifier 

training. At this stage two-class classifier training, as pervious only by using the two class samples is done. Then, 

as Figure 5 shows, first data for each flawed pair classes has been separated. Per two-class classifier in order to 

achieve a strong classifier, we train a body of two class classifier. Assembly of two class classifier that is going 

to learn  is shown with . We show j- Th existing two-class classifier in the assembly of ith two-

class classifier with  .Each of two-class classifiers in an assembly of two-class classifiers on b 

percent of their data on their own class, meaning  Will be built in the training set and calculate accuracy 

of each of them on the entire data on their own class in the training set (they only b percent of the data of those 

two in their own class) and are displayed with .  

 

Participation Weight of classifier in  will be calculated from equation (1).  
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1 

And  is calculated from equation (2) 

 

  

That . Kenchova has shown that the use of weights provided from equation 1 is optimum weights. In 

fact, in the first proposed method by replacing a set of two-class classifiers instead of simple two-class classifier 

we reach to the second proposed method. As the first method any number of binary classifier can be added to the 

first classifier. It is expected to, accuracy of this classifiers, be higher than the first purposed classifier.  

After determining the pair of flawed classes of interference matrix and obtaining assembly of twoclass classifier, 

turn to build a method for combining the output of assembly of two-class classifier and primary classifier comes.  

As it is seen in Figure 6, for each class, a genetic algorithm is run. the first genetic algorithms, the is responsible 

for learning first class (class zero) and i-th genetic algorithms is responsible for learning the i-th class. Function 

of effectiveness of i-th GA is obtained from equation 3.  

  

      3  

That  function is calculated from equation 4  

                             4  

That equal function is calculated from equation 5  

            5  

And function is calculated from equation 6  

   

      6  

That s is calculated from equation 7  

                                      7  

And   function is calculated from equation 8  

                                      8  

Figure 7 shows the testing phase for second proposed structure for the detection of optical handwritten numbers. 

The final decision of Figure 7 classifier is calculated from equation 9.  

  

       9  

 

The third proposed model   

Phase one of the third model is like the second model. After determining the flawed pair categories of interference 

matrix and obtaining two class classifications assembly that are shown in in Fig 5, another solution for combining 

(second phase) is presented that is shown in Fig 8. The final classification decision of Figure 8 is calculated from 

equation 10.  

  

      11  

Where β is considered a decision threshold value and two , function 

and  function and function T (x) are calculated from equation 11  

  

          11 

And sc is calculated from equation 12.  

  

      12  

 

Basic used classification  

Three base classifiers have been used. First classifier used is multi-layer neural network. In the MLP neural 

network, two hidden layers have been considered. In the first and second layer of MLP neural network, 

respectively, 5 and 10 neurons have been considered. In all MLP neural network uses, its parameters are 

considered constant. Function of activity of neurons in neural networks, in the first linear layer and in the second 

layer tangent is sigmoid. TRAINLM learning method has been used for learning. Performance criteria have been 

mean square error on the validation set. Learning rate has been considered 1.  
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The second classifier used is decision tree. In the decision trees, decision criteria, has been considered the Gini 

measure. In the decision tree pruning has also been used. The pruning threshold parameter has been considered 2. 

In all uses of, decision trees, such as the uses of multi-layered neural networks, their parameters have been 

considered constant. We continue decision tree training that Standard error percentage on the validation set is 

reduced. The third classifier used is k-nearest neighbor. Amount of k in all uses of k- nearest neighbor has been 

considered equal to the numbers that have the lowest percentage of error on the validation set, it should be noted 

distance criterion in all of implementations has been the Euclidean distance criterion. In all uses of k-nearest 

neighbors like uses of decision trees and neural network Multilayer Perceptron, their parameters have been 

considered constant.  

 

EXPERIMENTAL RESULTS  
The results obtained are summarized in Table 1. Notice that to achieve the following results from a constant set 

of training, validation and test, has been used for various performances. This work is done in order to compare 

the results.  

 

Table 1: the results of recognition of Persian handwritten digits with various ways 

Method  neural 

network  

decision 

tree  

Nearest 

neighbor  

Simple  

classifier  

97.83 96.57 96.66 

The first 

model  

98.89 97.93 96.86 

The third 

model  

99.04 98.99 97.14 

The third 

model  

98.46 99.01 96.89 

  

In this result that is presented as a table, each row is indicator of a used method. In this result each column is 

indicator of one of the basic methods of classification. Clearly, this methods show that in using third proposed 

classifier method with base decision tree classifier we will see best performance whereas in using second proposed 

classifier with base neural network classifier we will see the best performance. In using first proposed classifier 

also with the base neural network classifier we'll see best performance. Best performance also belongs to the 

second proposed method classifier, with the base neural network classifier; where accurate classification reaches 

to 99.04 percent. Now the question is that this accuracy is how much meaningful. Meaning how much our error 

of accuracy is. According to the formula, model error range will be achieved with 95% confidence.  

  

                13  

  

Where α equal to half of a minus of the level of assurance we need. Given that n = 20000 and that we want the 

95% confidence level and  Therefore simple neural network model error range with an accuracy 

of 97.83 in Table 1 is as follows.  

 

  

                                 14  

 

By obtaining rate of change of the rest of range models, we will have Table 1 in form of Table 2 that is given in 

the following,  
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Table 2: the meaningful range of results of recognition of Persian manuscripts by figures in various ways 

with the 95% confidence level 

Method  neural network  decision tree  3Nearest 

neighbor  

Simple  

classifier  

97.83±0.2  96.57±0.25  96.66±0.25  

The first 

model  

98.89±0.15  97.93±0.2  96.86±0.24  

The third 

model  

99.04±0.14  98.99±0.14  97.14±0.23  

The third 

model  

98.46±0.17  99.01±0.14  96.89±0.24  

  

Lower bound of the accuracy of each model is given in Table 3.   

  

Table 3: lower bound Persian handwritten digits recognition results in various ways, with a confidence level 

of 95% 

Method  neural 

network  

decision 

tree  

3Nearest 

neighbor  

Simple  

classifier  

97.63  96.32  96.41  

The first 

model  

98.74 97.73  96.62  

The third 

model  

98.90  98.85  96.91  

The third 

model  

98.29  98.87  95.65  

  

By obtaining upper bound of the rest of models in Table 1, we will have Table 4, which is given below.  

  

Table 4 upper bound Persian handwritten digits recognition results in various ways, with a confidence level 

of 95% 

Method  neural 

network  

decision 

tree  

3Nearest 

neighbor  

Simple  

classifier  

98.03  96.82 96.91 

The first 

model  

99.04 98.13 97.10 

The 

second 

model 

99.18 99.13 97.37 

The third 

model  

98.63 99.15 97.13 

  

In the second analysis, we do statistically comparison between the line sections to see if in the desired confidence 

range (usually 95%), difference between the accuracy of these two classifiers is meaningful or not. Dietrich [8] 
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presented comparison way of accuracy of two classifiers with precision of p_2 and p_1 as the following form. Z 

must be calculated first in the following.  

  

                                      15  

Where and N equals the number of experimental data. Then by calculating z_α that is α times of half 

a minus of assurance level we need, we examine that whether  if this condition was true, we accept the 

assumption that the difference of the accuracy of these models is not meaningful; otherwise, we reject it and accept 

that the difference is meaningful. In our example we perform analysis of the difference between the third proposed 

classifier with base neural network classifiers and third proposed classifiers with the base tree decision classifier. 

In this example we have  and  precisions, for 95% confidence range,  

and  that condition is not true and we accept the difference is meaningful. Hatched point in Table 5 that 

has value of 1, is indicator of it that between these two classifiers (paragraphs 8 and 10 classifiers) with 95% 

confidence, difference is meaningful. In Table 5 we have a 12 in 12 matrix that wherever it is one means between 

classifiers with number of rows and columns of that element with 95% confidence have meaningful difference. 

Anywhere in the matrix there is zero means between classifiers with number of rows and columns of that element 

with 95% confidence doesn't have meaningful difference. As you see, these results indicate that conclusion ways 

meaningfully are superior to the base classifiers.  

 

CONCLUSION  
In this paper, three methods based on consensus were introduced that is based on two classes' classifiers. In this 

method three classifier decision trees, neural networks and 3 nearest neighbor has been used. It was shown that 

the use of base 3-near-the neighbor classifier in the proposed methods is not so much appropriate. In proposed 

classifier by using base 3-nearest neighbor classifier significant improvement hasn't been achieved. Of course, 

this result was not so unexpected; because the base 3-nearest neighbor classifier is one of the sustainable 

classifiers. The use of decision tree classifier in the proposed classifiers has created the most improvement. It was 

also predictable; because the decision tree base classifier is one of the most unstable classifiers. Of course in 

proposed classifiers by using of each base classifier significant improvement has been created that In general it 

can be claimed that the third proposed method is more suitable for base decision tree classifier, while the second 

proposed method is more suitable for base neural network classifier. The best result also in second proposed 

method by using base neural network classifier is obtained. In future works the effect of types of sampling 

techniques, on efficiency of proposed models accuracy can be studied.  

  

REFERENCES  
[1] Yong G., Quiang H., Zhi-Dan F .: Offline recognition of handwritten Chinese characters using Gabor 

features, CDHMM modeling and MCE training, IEEE 2002.  

[2] Suen CY, Tappert CC, Wakahara T .: The state of the art in online handwriting recognition, IEEE Trans. 

Pattern Anal. Machine Intell., Vol. 12, pp. 787-808, 1990.  

[3] Madhvanath S., Kim G., Govindaraju V .: Chaincode contour processing for handwritten word 

recognition, IEEE Pattern. Anal. Machine Intell., Vol. 21, pp. 928-932, 1999.  

[4] Duda RO, Hart PE, Stork DG: Pattern Classification (2th ed.), Wiley, 2001.  

[5] Kuncheva LI: Combining Pattern Classifiers, Methods and Algorithms. New York: Wiley, 2005.  

[6] Cutzu F .: Polychotomous classification with pairwise classifiers: A new voting principle. In Proc. 4th 

International Workshop on Multiple Classifier Systems, Lecture Notes in Computer Science, Guildford, 

Vol. 2709, pp. 115-124, 2003.  

[7] Kong EB, Dietterich TG: Error-correcting output coding corrects bias and variance. In Proc. 12th 

International Conference on Machine Learning, Morgan Kaufmann, pp. 313-321, 1995.  

[8] Gonzalez RC, Woods RE: Digital Image Processing (2th Edition), New Jersey: Prentice-Hall, 2002.  

[9] A. Kheirkhah, S. Rahati: character recognition system using Bndy in the extraction of features and is 

based on active learning algorithms and neural networks, the fourth Conference on Machine Vision and 

Image Processing Iran, Mashhad 2006.  

[10] MJ. Fadaei: Persian A.sy.r system using morphological operators, Payannamh expert guidance: 

Mahmoud Fathi, Department of Computer Engineering, University of Science and Technology, 2006.  

[11] Razavi, SM., Ehsanullah Kabir: recognition of isolated letters line network Persian Farsi, presented at 

the Third Conference of Vision and Image Processing of Tehran University, 2004.  

[12] R. Azmi: recognition of printed texts in Persian, Thesis Supervisor: Ehsanullah Great, Department of 

Electrical Engineering, Tarbiat Modarres University, 1999.  

[13] HR Mortezapour: QthBndy on line DstNvys Persian words, master's thesis, Supervisor: Ehsanullah 

Great, Faculty of Electrical Engineering, Tarbiat Modarres University, 1999.  

http://www.gjaets.com/


[Parvin et al., 3(6): June, 2016]  ISSN 2349-0292 
  Impact Factor 2.675 

http: // www.gjaets.com/                 © Global Journal of Advance Engineering Technology and Sciences 

 [84] 

[14] K. Moghsemi: identifying a limited set Brvn¬Kht words Dst¬Nvys Persian, PayanNamh PhD, 

Supervisor: Ehsanullah Great, Faculty of Engineering, Tarbiat Modarres University, 2000.  

[15] HR Moghasemi: recognize letters Persian Written by structural, Payan¬Namh expert guidance: 

Mahmoud Fathi, Iran University of Science and Technology, Department of Computer Engineering, 

1997.  

[16] Saeed Asadi: Persian Letter Recognition using ANN few JmlhAyHay separator, PayanNamh MA 

Supervisor: Mahmoud Fathi, Iran University of Science and Technology, Department of Computer 

Engineering, 1998.  

[17] Amir BniAsdy: Persian Dst¬Nvys recognize letters using hybrid systems and fuzzy light, Payan¬Namh 

MA Supervisor: N. Sadatipour, Faculty of Electrical Engineering, Sharif University of Technology, 

1994.  

[18] Rahbari, Pourreza, Yaghubi: handwritten digits recognition Persian new method of fuzzy optimization 

with evolutionary algorithms, Fourteenth Annual Conference of Computer Society of Iran, 2008.  

[19] M. Meshki, Turkmen A. Rahmani: optimization of parameters in the extraction of features from 

handwritten Persian varieties using genetic algorithms, First Joint Congress on Intelligent Systems and 

Fuzzy Systems Iran, September 2007.  

[20] R. Azmi, Great AhsanAllh: Statistical identification letters handwritten Farsi, the Iranian Conference on 

Electrical Engineering, 1994, pp. 277-285.  

[21] Nafisi,  AhsanAllh identification number handwritten Farsi, the Iranian Conference on Electrical 

Engineering, 1994, pp. 295-304.  

[22] Razavi, AhsanAllh: automatic FrmHay read the lesson, the third annual International Conference of 

Computer Society of Iran, 1997, pp. 64-69.  

[23] Masrouri, Pourmohsen Khamenei: handwritten digits recognition algorithm using DTW, the fourth 

annual International Conference of Computer Society of Iran, 1998, pp. 1-7.  

[24] Johari Majd, Razavi: fuzzy recognition of handwritten digits Persian, Iranian Conference on Machine 

Vision and Image Processing, 2000, pp. 144-151.  

[25] Darwish, AhsanAllh Great Khosravi consistent application of the recognition of handwritten digits 

Persian, Engineering lecturer, No. 22, pp. 37 to 47, Winter 84.  

[26] T. G. Dietterich. Approximate statistical tests for comparing supervised classification learning 

algorithms. Neural Computation, 7 (10): 1895-1924, 1998.  

 

 

 
Figure 4: the first phase of the second proposed method for optical detection system of handwritten numbers  
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Figure 5: the second phase of structure of second proposed method for optical detection system of 

handwritten numbers 

 

 
Figure 6: the testing phase of the structure of proposed second method for optical detection system of 

handwritten numbers 
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Figure 7: the second phase of the structure of third proposed method for optical detection system of 

handwritten numbers 
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